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Abstract Lie systems in Quantum Mechanics are studied from a geometric point of view.
In particular, we develop methods to obtain time evolution operators of time-dependent
Schrödinger equations of Lie type and we show how these methods explain certain ad hoc
methods used in previous papers in order to obtain exact solutions. Finally, several instances
of time-dependent quadratic Hamiltonian are solved.
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1 Introduction

The use of tools of modern differential geometry has been shown to be very useful in many
different problems in physics and in particular Lie groups and Lie algebras have played a
prominent rôle in the development of Quantum Mechanics. The main concern of Lie was
the integration of systems of differential equations admitting infinitesimal symmetries but as
a byproduct of his work we have available a lot of relevant tools to deal with many different
problems not only in differential geometry and classical mechanics but also in Quantum
Mechanics.

Our aim here is to show the efficiency in solving quantum problems of the theory de-
veloped by Lie for dealing with systems of differential equations admitting nonlinear su-
perposition rules for solutions and that therefore maybe considered as a generalization of
non-autonomous linear systems. More specifically, we will be mainly interested in find-
ing the time evolution operator for quantum systems described by time-dependent quantum
Hamiltonians which turn out to be the quantum counterpart of the above mentioned Lie
systems of differential equations.
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Time-dependent Schrödinger equations of Lie type are Schrödinger equations of motion
for which the solutions of the equations can be obtained from the solutions of an equation in
a Lie group G related to the Hamiltonian in a way to be explained in the paper. A particular
example is the harmonic oscillator, almost ubiquitous in physics, when the mass and angular
frequency are not constant but become real time-dependent parameters [1–6], may be as a
consequence of interaction with the environment [7]. Methods for solving such systems
have been developed since long time ago, the generalized invariant method proposed by
Lewis and Riesenfeld [8] being a typical and powerful method. Generalizations of such time-
dependent harmonic oscillators have also been considered and general quadratic systems
have been very often studied from different perspectives [9–17].

This kind of equations appears very often in physics: quantum optics [18, 19], quan-
tum chemistry [20], Paul trap [21–24], quantum dissipation [25], fluid dynamics [26], etc.
In particular, exact solutions of this type of equations appear many times in the literature
[7–28]. The methods used to obtain the solutions of these problems are numerical or reduce
the problem of finding out the solution of the time-dependent Schrödinger equation to solve
certain differential equations using certain ad-hoc hypothesis. This is, for instance, the way
used in the Lewis-Riesenfeld method [1, 29] or in the method of unitary transformations
[12, 30].

Following the techniques of [31–36] we develop in this paper a geometric interpretation
in which the solutions of this sort of Schrödinger equations are obtained in a natural way,
by solving a system of differential equations like in other previous papers, but without any
additional ad-hoc hypothesis. Our presentation is also an important improvement from the
algorithmic point of view, it offers information about the difficulty of solving certain Hamil-
tonians, allows us to solve different physical examples at the same footing and provides us
with a frame to explain different methods used in the literature. Finally, our method is an
improvement because it shows that Lie’s ideas can be applied in the case of Schödinger
equations.

The paper is organized as follows: Sect. 2 gives a review of the mathematical theory of
Lie systems and summarizes the result of the main theorem due to Lie [31]. Some simple
examples of Lie systems are also given and special emphasis is made on the main property,
the possibility of relating them with a particular type of equations on a group. Section 3
is devoted to present explicit formulas for a method of solving such equations which is a
generalization of the method proposed by Wei and Norman for linear systems [37, 38]. The
motion of a classical particle under the action of a linear potential is analysed from this
perspective. Lie systems in Quantum Mechanics are studied in Sect. 4 and the reduction
method in Sect. 5 where the interaction picture is revisited from a geometric point of view.
Some applications of Lie systems in Quantum Mechanics are studied in Sect. 6, and more
specifically, time-dependent quadratic Hamiltonians. Other examples of Lie systems appear-
ing in the literature are also pointed out in Sect. 6. Finally, the conclusions and outlook are
presented in Sect. 7.

2 Lie Systems of Differential Equations

In this section we will detail some known results about Lie systems that will be applied
along this paper. First, we recall that time evolution of many physical systems is described
by non-autonomous systems of differential equations

dxi

dt
= Xi(x, t), i = 1, . . . , n, (1)
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for instance, Hamilton equations, or Lagrange equations when transformed to the first or-
der equations by considering momenta or velocities as new variables. In modern geometric
terms, such a system is substituted by a t -dependent vector field

X =
n∑

i=1

Xi(x, t)
∂

∂xi
,

whose integral curves satisfy (1).
The theorem of existence and uniqueness of solution for such systems establishes that the

initial conditions x(0) = (x1(0), . . . , xn(0)) determine the future evolution. It is also well-
known that for the simpler case of a homogeneous linear system there is a (linear) function
F : R

n2+n → R
n, given by

x = F(x(1), . . . , x(n), k1, . . . , kn) = k1 x(1) + · · · + kn x(n), (2)

in such a way that the general solution can be written as a linear combination of n indepen-
dent particular solutions, x(1)(t), . . . , x(n)(t),

x(t) = F(x(1)(t), . . . , x(n)(t), k1, . . . , kn) = k1 x(1)(t) + · · · + kn x(n)(t), (3)

i.e. x(t) given by (3) is a solution for any choice of k = (k1, . . . , kn) and for each set of
initial conditions, the coefficients k = (k1, . . . , kn) can be determined. In a similar way, for
an inhomogeneous linear system, there is an affine superposition function F : R

n(n+2) → R
n

given by

x = F(x(1), . . . , x(n+1), k1, . . . , kn)

= x(1) + k1(x(2) − x(1)) + · · · + kn(x(n+1) − x(1)), (4)

and the general solution can be written as the corresponding affine function of (n + 1)

independent particular solutions

x(t) = F(x(1)(t), . . . , x(n+1)(t), k1, . . . , kn)

= x(1)(t) + k1(x(2)(t) − x(1)(t)) + · · · + kn(x(n+1)(t) − x(1)(t)). (5)

Under a non-linear change of coordinates both systems become non-linear ones. However,
the fact that the general solution is expressible in terms of a set of particular solutions is
maintained, now the superposition function being no longer linear or affine, respectively.

The very existence of such examples of systems of differential equations admitting a
non-linear superposition function suggested to Lie the analysis and characterization of such
systems. He arrived in this way to the problem of characterizing the systems of differential
equations for which a superposition function, allowing to express the general solution in
terms of m particular solutions, does exist. The solution of this problem due to Lie [31]
asserts that, under very general conditions, such systems are those which can be written as

dxi

dt
= b1(t)ξ

1i (x) + · · · + br(t)ξ
ri(x), i = 1, . . . , n, (6)

where b1, . . . , br , are r functions depending only on t and ξαi , α = 1, . . . , r , are functions
of x = (x1, . . . , xn), such that the r vector fields in R

n given by

Xα ≡
n∑

i=1

ξαi(x1, . . . , xn)
∂

∂xi
, α = 1, . . . , r, (7)
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close on a real finite-dimensional Lie algebra, i.e. the vector fields Xα are linearly indepen-
dent and there exist r3 real numbers, fαβ

γ , such that

[Xα,Xβ] =
r∑

γ=1

fαβ
γ Xγ . (8)

Even if the theorem was not stated with today level of rigour, the result is essentially true. For
an intuitive geometric proof see [32], and for a more geometric approach and the uniqueness
of such superposition rule see [35, 36].

From the geometric viewpoint, Lie systems are those corresponding to a t -dependent
vector field which is a t -dependent linear combination of vector fields

X(x, t) =
r∑

α=1

bα(t)Xα(x),

with vector fields Xα closing on a finite-dimensional real Lie algebra. Many of the applica-
tions in physics and mathematics of such Lie systems have been developed by Winternitz
and coworkers [39–48].

We have mentioned in this section that homogeneous linear systems are Lie systems. Let
us consider such a system like

dxi

dt
=

n∑

j=1

Ai
j (t) xj , i = 1, . . . , n, (9)

for which

X =
n∑

i,j=1

Ai
j (t)x

j ∂

∂xi
, (10)

which is a linear combination with time-dependent coefficients,

X =
n∑

i,j=1

Ai
j (t)Xij , (11)

of the n2 vector fields

Xij = xj ∂

∂xi
, i, j = 1, . . . , n, (12)

for which

[Xij ,Xkl] =
[
xj ∂

∂xi
, xl ∂

∂xk

]
= δil xj ∂

∂xk
− δkj xl ∂

∂xi
,

i.e.

[Xij ,Xkl] = δil Xkj − δkj Xil, (13)

which means that the vector fields {Xα = Xij ,α = (i − 1)n + j}, with i, j = 1, . . . , n, ap-
pearing in the case of a homogeneous system, close on a n2-dimensional real Lie algebra
isomorphic to the gl(n,R) algebra. Actually they are the fundamental vector fields corre-
sponding to the natural action of GL(n,R) on R

n.
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Another remarkable example, with many applications in physics, is that of Riccati equa-
tion, which corresponds to n = 1 and m = 3 (see e.g. [42, 49, 50]).

From the practical viewpoint, the most important property of Lie systems is that as the
vector fields Xα appearing in the t -dependent linear combination defining the system

X =
r∑

α=1

bα(t)Xα,

are assumed to close on a finite-dimensional real Lie algebra g, if they are complete vector
fields, they generate an effective action � : G × R

n → R
n of a connected Lie group G with

Lie algebra g, see [51], on R
n and if we determine a curve g(t) in G starting from the neutral

element, g(0) = e, and such that

Rg−1(t)∗g(t)ġ(t) = −
r∑

α=1

bα(t)aα ≡ a(t), (14)

where {a1, . . . , ar} is a basis of the Lie algebra g closing the same commutation relations as
the Xα , then, the solution of (6) with initial condition x(0) is given by

x(t) = �
(
g(t), x(0)

)
.

Equation (14) is sometimes written with an abuse of notation as

ġg−1 = −
r∑

α=1

bα(t)aα ≡ a(t).

In this way, the problem of finding the general solution of (6) is reduced to that of de-
termining the above mentioned curve in G solution of (14) and starting from the neutral
element [32, 33, 52]. In the particular case of linear systems the group is (a subgroup of) the
general linear group GL(n,R) and the action is linear, and therefore, �(g(t), ·) provides the
time evolution operator.

All the preceding process can be straightforwardly generalized to deal with Lie systems
in a general manifold M , the obtained superposition rule being generally only local.

The remarkable point is that once a Lie system with Lie group G in a manifold M which
is a homogeneous space for G has been solved on its group G for a curve a(t) in g it is
possible to obtain the solutions of all other Lie systems with the same Lie algebra g and
curve a(t) in any other homogeneous space N for G. Moreover, if the Lie group involved
in the problem is solvable the problem can be solved by quadratures independently of the
curve given in g. Otherwise, the problem is to be solved, when possible, for each curve in g

separately, and for some specific examples the solution may be explicitly shown. Of course,
if a problem is solved for a certain Lie group G for all curves in g the problem is also solved
for any problem given by a Lie subgroup H of G.

3 The Wei–Norman Method

In this section we will describe a method to solve directly (14) which is a generalization of
the one proposed by Wei and Norman [37, 38] for finding the time evolution operator for a
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linear systems of type dU(t)/dt = H(t)U(t), with U(0) = I (see also [49]). We will only
give here the recipe of how to proceed, the proof can be found for instance in [32, 33, 52].

The generalization of Wei–Norman method consists on writing the solution g(t) of (14)
in terms of its second kind canonical coordinates w.r.t. the basis {a1, . . . , ar} of the Lie
algebra g, for each value of t , i.e.

g(t) =
r∏

α=1

exp(−vα(t)aα) = exp(−v1(t)a1) · · · exp(−vr(t)ar ), (15)

and transforming (14) into a system of differential equations for the unknown functions
vα(t). The curve g(t) we are looking for is the one given by the solution of this last system
determined by the initial conditions vα(0) = 0 for all α = 1, . . . , r . The minus signs in the
exponentials have been introduced for computational convenience. Now, it can be shown
that using the expression (15) and after some mathematical manipulations, (14) becomes
the fundamental expression of the Wei–Norman method [52]

r∑

α=1

v̇α

( ∏

β<α

exp(−vβ(t)ad(aβ))

)
aα =

r∑

α=1

bα(t)aα, (16)

with vα(0) = 0, α = 1, . . . , r . The resulting system of differential equations for the func-
tions vα(t) is integrable by quadratures if the Lie algebra is solvable [37, 38], for instance,
for nilpotent Lie algebras. Finally, this system of equations depends only on the structure
constants of the Lie algebra.

As an interesting example, from the physical point of view, illustrating the possible ap-
plications of the theory we can consider the motion of a classical particle under the action of
a linear potential. Such example has been studied in [35] and is reproduced here for the sake
of completeness. This model, with many applications in physics, has been often considered
both in classical and quantum approaches (see, e.g. [53, 54]) and it has recently been studied
by Guedes [29]; its solution using the theory of Lie systems was given in [52]. The classical
Hamiltonian is

Hc = p2

2m
+ f (t)x. (17)

For instance, when f (t) = qE0 + qE cosωt , it describes the motion of a particle of electric
charge q and mass m driven by a monochromatic electric field.

The classical Hamilton equations of motion are

ẋ = p

m
,

ṗ = −f (t),

(18)

and therefore, the motion is obtained by two quadratures

x(t) = x0 + p0t

m
− 1

m

∫ t

0
dt ′

∫ t ′

0
f (t ′′)dt ′′, (19)

p(t) = p0 −
∫ t

0
f (t ′)dt ′. (20)
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In the geometric approach, the t -dependent vector field describing the time evolution is

X = p

m

∂

∂x
− f (t)

∂

∂p

which can be written as a linear combination X = 1
m
X1 − f (t)X2, with

X1 = p
∂

∂x
, X2 = ∂

∂p
,

being two vector fields closing with X3 = ∂/∂x a three-dimensional real Lie algebra iso-
morphic to the Heisenberg algebra, namely,

[X1,X2] = −X3, [X1,X3] = 0, [X2,X3] = 0. (21)

The flow of these vector fields is given, respectively, by

φ1(t, (x0,p0)) = (x0 + p0t, p0),

φ2(t, (x0,p0)) = (x0,p0 + t),

φ3(t, (x0,p0)) = (x0 + t, p0).

In other words, this corresponds to the action of the Lie group of upper triangular 3 × 3
matrices, the Heisenberg group, on R

2,

(
x̄

p̄

1

)
=

(1 α1 α3

0 1 α2

0 0 1

)(
x

p

1

)
.

Let {a1, a2, a3} be a basis of the Lie algebra with non-vanishing defining relations
[a1, a2] = −a3. Then, the corresponding equation in the group (14) becomes in this case

ġg−1 = − 1

m
a1 + f (t)a2.

Now, choosing the factorization g = exp(−u3 a3) exp(−u2 a2) exp(−u1 a1) and using the
Wei–Norman formula (16) we will arrive to the system of differential equations

u̇1 = 1

m
, u̇2 = −f (t), u̇3 − u̇1 u2 = 0,

together with the initial conditions

u1(0) = u2(0) = u3(0) = 0,

with solution

u1 = t

m
, u2 = −

∫ t

0
f (t ′)dt ′, u3 = − 1

m

∫ t

0
dt ′

∫ t ′

0
f (t ′′)dt ′′.

Therefore the motion will be given by

(
x

p

1

)
=

⎛

⎝
1 t

m
− 1

m

∫ t

0 dt ′
∫ t ′

0 f (t ′′)dt ′′

0 1 − ∫ t

0 f (t ′)dt ′
0 0 1

⎞

⎠
(

x0

p0

1

)
,
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which reproduces (20). Inverting the matrix we will obtain two constants of the motion
corresponding to the values of the initial conditions

I1 = p(t) +
∫ t

0
f (t ′)dt ′,

I2 = x(t) − t

m

(
p(t) +

∫ t

0
f (t ′)dt ′

)
t + t

m

∫ t

0
dt ′

∫ t ′

0
f (t ′′)dt ′′,

the first one being the one given in [29].

4 Schrödinger Lie Systems in Quantum Mechanics

In this section we will review a way to generalise Lie’s ideas in order to use them in the
case of Schödinger equations [35, 55]. As a new result we show how to apply our method
to obtain solutions for quadratic Hamiltonians. Many particular cases of this Hamiltonian
can be found in the literature, but obtained by ad hoc or approximate methods as it will be
explained in detail in a next section. In our method, nevertheless, we found an algorithmic
way to find them all.

As far as Quantum Mechanics is concerned, let us first remark that the separable complex
Hilbert space of states H can be seen as a (infinite-dimensional) real manifold admitting a
global chart [56]. The Abelian translation group provides us with an identification of the
tangent space Tφ H at any point φ ∈ H with H itself, the isomorphism being obtained by
associating with ψ ∈ H the vector ψ̇ ∈ Tφ H given by

ψ̇f (φ) :=
(

d

dt
f (φ + tψ)

)

|t=0

,

for any f ∈ C∞(H).
Through the identification of H with Tφ H at any φ ∈ H a continuous vector field is just

a continuous map A: H → H. In particular, a linear operator A on H is a special kind of
vector field. Usually, operators in Quantum mechanics are neither continuous nor defined
on the whole space H.

The most relevant case is when A is a skew-self-adjoint operator, A = −iH . The reason
is that H can be endowed with a natural (strongly) symplectic structure, and then such
skew-self-adjoint operators are singularized as the linear vector fields that are Hamiltonian.
The integral curves of such a Hamiltonian vector field A = −iH are the solutions of the
corresponding Schrödinger equation [56]. Even when A is not bounded, it can be shown
that if A is skew-self-adjoint it must be densely defined and its integral curves are strongly
continuous and defined in all H.

On the other side, the skew-self-adjoint operators considered as vector fields are funda-
mental vector fields relative to the usual action of the unitary group U(H) on the Hilbert
space H.

It is important to remark that given a r-dimensional real Lie algebra of skew-self-adjoint
operators −iHα

[iHα, iHβ] = cαβ
γ iHγ , cαβ

γ ∈ R (22)

we can choose a basis {aα |α = 1, . . . , r} of an abstract Lie algebra g isomorphic to that of
the Xα such that the Lie brackets of the elements aα of this Lie algebra, denoted by [·, ·]
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satisfy

[aα, aβ ] = cαβ
γ aγ , cαβ

γ ∈ R. (23)

Now, Lie system theory applies to the case in which a t -dependent Hamiltonian can
be written as a linear combination with t -dependent real coefficients of some self-adjoint
operators,

H(t) =
r∑

α=1

bα(t)Hα, (24)

where the Hamiltonians Hα are such that the skew-self-adjoint operators −iHα close a real
finite dimensional Lie algebra under the commutator bracket as indicated in (22).

When this happens, we can associate a Lie algebra g acting on H by skew-self-adjoint
operators in such a way that there exists a basis {aα} of g with −iHα being the fundamental
vector field associated with aα .

The linear map X : g → X(H), X : aα �→ −iHα is a Lie algebra isomorphism. Then,
when H(t) is given by (24), the Schrödinger equation

dψ

dt
= −iH(t)ψ = −

r∑

α=1

bα(t)iHαψ (25)

can be reduced to an equation on G like (14) determined by the curve in g given by a(t) ≡
−∑r

α=1 bα(t)aα . Once (14) with initial condition g(0) = e has been solved we can obtain
the general solution of the Schrödinger equation.

As a first instance, we can see how the method works in the very simple case of a quantum
time-dependent linear potential, which has recently been studied by Guedes [29], instead of
using the Lewis and Riesenfeld invariant method [8]. Our method is an improvement with
respect to previous ones, because it allows us to obtain the solution in an algorithmic way.

In this case the quantum Hamiltonian is

Hq = P 2

2m
+ f (t)X. (26)

In this quantum problem, as pointed out in [35, 57], the quantum Hamiltonian Hq may
be written as a sum

Hq = 1

m
H1 − f (t)H2,

with

H1 = P 2

2
, H2 = −X.

But −iH1 and −iH2 are skew-self-adjoint and close on a four-dimensional Lie algebra with
−iH3 = −iP , and −iH4 = iI , which is an extension of the opposite of the Heisenberg Lie
algebra (21), i.e. the defining commutation relations are

[−iH1,−iH2] = −iH3, [−iH1,−iH3] = 0, [−iH2,−iH3] = −iH4.

Therefore, the Lie algebra of Schrödinger equation given by the Hamiltonian Hq is like
in the analogous classical Lie system. Despite of the fact that Hq given by (26) is time-
dependent, it is a Lie system and thus we can find the time-evolution operator by solving a
related equation on the corresponding Lie group by the Wei–Norman method.
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More explicitly, let {a1, a2, a3, a4} be a basis of the Lie algebra with non-vanishing
defining relations [a1, a2] = −a3 and [a2, a3] = −a4. Equation (14) in the group to be con-
sidered is now

Rg−1∗gġ = − 1

m
a1 + f (t) a2.

In order to find the expression of the wave-function in a simpler way, it is advantageous
to use the factorization

g = exp(−v4 a4) exp(−v2 a2) exp(−v3 a3) exp(−v1 a1).

In such a case, the Wei–Norman method provides the system

v̇1 = 1

m
, v̇2 = −f (t),

v̇3 = 1

m
v2, v̇4 = − 1

2m
v2

2,

that, jointly with the initial conditions v1(0) = v2(0) = v3(0) = v4(0) = 0 determines the
solution

v1(t) = t

m
, v2(t) = −

∫ t

0
dt ′ f (t ′), (27)

v3(t) = − 1

m

∫ t

0
dt ′

∫ t ′

0
dt ′′f (t ′′), (28)

v4(t) = − 1

2m

∫ t

0
dt ′

(∫ t ′

0
dt ′′f (t ′′)

)2

. (29)

Then, applying the evolution operator onto the initial wave-function ψ(p,0), which is as-
sumed to be written in momentum representation, we have

ψt(p) = U(t,0)ψ0(p)

= exp
(
iv4(t)

)
exp

(
iv2(t)X

)
exp

(−iv3(t)P
)

exp
(−iv1(t)P

2/2
)
ψ0(p)

= exp
(
iv4(t)

)
exp

(
iv2(t)X

)
e−i(v3(t)p+v1(t)p2/2)ψ0(p)

= e−i(−v4(t)+v3(t)(p−v2(t))+v1(t)(p−v2(t))2/2)ψ0
(
p − v2(t)

)
,

where the functions vi(t) are given by (27), (28) and (29), respectively.
We can proceed in a similar way with the quadratic Hamiltonian in the quantum case,

given by [58] (see [35])

Hq = α(t)
P 2

2
+ β(t)

XP + PX

4
+ γ (t)

X2

2
+ δ(t)P + ε(t)X + φ(t)I, (30)

where X and P are the position and momentum operators satisfying the commutation rela-
tion

[X,P ] = iI.
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It is important to solve this quantum quadratic Hamiltonian because of its appearance in
many branches of physics.

The Hamiltonian can be written as a sum with t -dependent coefficients

H = α(t)H1 + β(t)H2 + γ (t)H3 − δ(t)H4 + ε(t)H5 + φ(t)H6

of the Hamiltonians

H1(x,p) = P 2

2
, H2(x,p) = 1

4
(XP + P X), H3(x,p) = X2

2
,

H4(x,p) = −P, H5(x,p) = X, H6(x,p) = I,

which satisfy the commutation relations

[iH1, iH2] = iH1, [iH2, iH3] = iH3, [iH3, iH4] = iH5, [iH4, iH5] = −iH6,

[iH1, iH3] = 2iH2, [iH2, iH4] = − i

2
H4, [iH3, iH5] = 0,

[iH1, iH4] = 0, [iH2, iH5] = i

2
H5,

[iH1, iH5] = −iH4,

and [iHα, iH6] = 0 for α = 1, . . . ,5.
This means that the skew-self-adjoint operators −iHα generate a six-dimensional real

Lie algebra. Thus, we can define a basis {a1, . . . , a6} with the same structure constants as
the iHα with Lie product the commutator of operators.

This six-dimensional real Lie algebra is a central extension of the Lie algebra arising in
the classical case by the one-dimensional Lie subalgebra generated by a6. It is a semidirect
sum of the Lie subalgebra sl(2,R) spanned by {a1, a2, a3} and the Heisenberg–Weyl Lie
algebra generated by {a4, a5, a6}, which is an ideal.

In full similarity with the classical case, in order to find the time-evolution provided by
the Hamiltonian (30) we should find the curve g(t) in G such that

Rg−1∗gġ = −
6∑

α=1

bα(t) aα, g(0) = e,

with

b1(t) = α(t), b2(t) = β(t), b3(t) = γ (t),

b4(t) = −δ(t), b5(t) = ε(t), b6(t) = φ(t).

This can be carried out by using the generalized Wei–Norman method, i.e. by writing
g(t) in terms of a set of second class canonical coordinates. For instance,

g(t) = exp(−v4(t)a4) exp(−v5(t)a5) exp(−v6(t)a6)

× exp(−v1(t)a1) exp(−v2(t)a2) exp(−v3(t)a3) (31)
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and a straightforward application of the above mentioned Wei–Norman method technique
leads to the system

⎧
⎨

⎩

v̇1 = b1 + b2 v1 + b3 v2
1, v̇4 = b4 + 1

2 b2 v4 + b1 v5,
v̇2 = b2 + 2b3 v1, v̇5 = b5 − b3 v4 − 1

2 b2 v5,
v̇3 = ev2 b3, v̇6 = b6 − b5 v4 + 1

2 b3 v2
4 − 1

2 b1 v2
5,

(32)

with v1(0) = v2(0) = v3(0) = v4(0) = v5(0) = v6(0) = 0.
If we consider the following vector fields

X1 = ∂

∂v1
+ v5

∂

∂v4
− 1

2
v2

5

∂

∂v6
,

X2 = v1
∂

∂v1
+ ∂

∂v2
+ 1

2
v4

∂

∂v4
− 1

2
v5

∂

∂v5
,

X3 = v2
1

∂

∂v1
+ 2v1

∂

∂v2
+ ev2

∂

∂v3
− v4

∂

∂v5
+ 1

2
v2

4

∂

∂v6
,

X4 = ∂

∂v4
,

X5 = ∂

∂v5
− v4

∂

∂v6
,

X6 = ∂

∂v6
,

(33)

it is a straightforward computation to see that these vector fields close on the same commu-
tation relations as the corresponding {aα} and thus (32) is a Lie system related with the same
Lie group as the Hamiltonian (30) or its corresponding equation in its Lie group.

Now, once the vα(t) have been determined, the time-evolution of any state will be given
by

|ψ(t)〉 = exp(−v4(t)iH4) exp(−v5(t)iH5) exp(−v6(t)iH6)

× exp(−v1(t)iH1) exp(−v2(t)iH2) exp(−v3(t)iH3)|ψ(0)〉
and thus

|ψ(t)〉 = exp(v4(t)iP ) exp(−v5(t)iX) exp(−v6(t)iI )

× exp

(
−v1(t)i

P 2

2

)
exp

(
−v2(t)i

PX + XP

4

)
exp

(
−v3(t)i

X2

2

)
|ψ(0)〉.

5 The Reduction Method in Quantum Mechanics

We start this section with a quick review of the reduction technique explained for example
in [33, 50] and then we obtain some new results. First, as a new improvement, while in
some previous works like [33, 50] some sufficient conditions where explained to perform
a reduction process, here we show that these conditions can be considered as necessary.
Also, we will use the reduction technique to explain the interaction picture used in Quantum
Mechanics and we will review from the point of view of our theory the method of unitary
transformations.
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It has been proved in Sect. 2 that the study of Lie systems in homogeneous spaces can be
reduced to that of the solution of equations

Rg−1∗gġ = −
r∑

α=1

bα(t)aα ≡ a(t) ∈ TeG (34)

with g(0) = e.
The reduction method developed in [33] has also shown that given a solution x̃(t) of

a Lie system in a homogeneous space G/H , the solution of the Lie system in the group
G, and therefore the general solution in the given homogeneous space, can be reduced to
that of a Lie system in the subgroup H . More specifically, if the curve g̃(t) in G is such
that x̃(t) = �(g̃(t), x̃(0)) with � being the given action of G in the homogeneous space,
then g(t) = g̃(t)g′(t), where g′(t) turns out to be a curve in H which is a solution of a Lie
equation in the Lie subgroup H of G. Actually, once the curve g̃(t) in G has been fixed, the
curve g′(t), which takes values in H , satisfies the equation [33]

Rg′−1∗g′ ġ′ = −Ad(g̃−1)

(
r∑

α=1

bα(t)aα + Rg̃−1∗g̃
˙̃g
)

≡ a′(t) ∈ TeH. (35)

This transformation law can be understood in the language of connections. It has been
shown in [33, 55] that Lie systems can be related with connections in a bundle and that the
group of curves in G, which is the group of automorphisms of the principal bundle G × R

[55], acts on the left on the set of Lie systems in G, and defines an induced action on the
set of Lie systems in each homogeneous space for G. More specifically, if x(t) is a solution
of a Lie system in a homogeneous space M defined by the curve a(t) in g, then for each
curve ḡ(t) in G such that ḡ(0) = e we see that x ′(t) = �(ḡ(t), x(t)) is a solution of the Lie
system defined by the curve

a′(t) = Rḡ−1∗ḡ
˙̄g + Ad(ḡ)a(t), (36)

which is the transformation law for a connection.
In summary, the aim of the reduction method is to find an automorphism ḡ(t) such that

the right-hand side in (36) belongs to TeH ≡ h for a certain Lie subgroup H of G. In this
way, the papers [33, 55] gave a sufficient condition for obtaining this result. In this section
we shall study the above geometrical development in Quantum Mechanics and we find out
a necessary condition for the right-hand side in (36) to belong to h.

Lie systems in Quantum Mechanics are those such that

H(t) =
r∑

α=1

bα(t)Hα, (37)

with −iHα closing under the commutator on a finite dimensional real Lie algebra v. There-
fore, by regarding these operators as fundamental vector fields of an action of a connected
Lie group G with Lie algebra g isomorphic to v, we can relate the Schrödinger equation with
a differential equation in G determined by curves in TeG given by a(t) = −∑r

α=1 bα(t)aα

by considering −iHα as fundamental vector fields of the basis of g given by {aα}.
Now, the preceding methods allow us to transform the problem into a new one in the

same group G, for each choice of the curve ḡ(t) but with a new curve a′(t). The action of G

on H is given by an unitary representation U , and therefore the time-dependent vector field
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determined by the original Hamiltonian H will become a new one with Hamiltonian H ′. Its
integral curves are the solutions of the equation

dψ ′

dt
= −iH ′(t)ψ ′ (38)

where

−iH ′(t) = −iU(ḡ(t))H(t)U †(ḡ(t)) + U̇ (ḡ(t))U †(ḡ(t)). (39)

That is, from the geometric point of view we have related a Lie system on the Lie group
G with certain curve a(t) in TeG and the corresponding system in H determined by a unitary
representation of G with another one with different curve a′(t) in TeG and its associated one
in H.

Let us choose a basis of TeG given by {cα | α = 1, . . . , r} with r = dimg, such that
{cα | α = 1, . . . , s} be a basis of TeH , where s = dimh, and denote {cα | α = 1, . . . , r} the
dual basis of {cα | α = 1, . . . , r}. In order to find ḡ such that the right hand term of (36)
belongs to TeH for all t , the condition for ḡ is

cα(Ad(ḡ)a(t) + Rḡ−1∗ḡ
˙̄g) = 0, α = s + 1, . . . , r.

Now, if θα is the left invariant 1-form on G induced from cα the previous equation implies

θα

ḡ−1

(
Rḡ−1∗ea(t) − dḡ−1

dt

)
= 0, α = s + 1, . . . , r. (40)

Let g̃ = ḡ−1, the last expression implies that Rg̃∗ea(t) − ˙̃g is generated by left invariant
vector fields on G from the elements of h. Then, given πL : G → G/H , the kernel of πL∗
is spanned by the left invariant vector fields on G generated by the elements of h. Then it
follows

πL
∗g̃(Rg̃∗ea(t) − ˙̃g) = 0. (41)

Therefore, if we use that πL∗ ◦XR
α = −XL

α ◦πL, where XL
α denotes the fundamental vector

field of the action of G in G/H and XR
α denotes the right-invariant vector field in G whose

value in e is aα , we can prove that πL(g̃) is a solution on G/H of the equation

dπL(g̃)

dt
=

r∑

α=1

bα(t)X
L
α (πL(g̃)). (42)

Thus we obtain that given a certain solution g′(t) in h related to the initial g(t) by means
of g̃(t) according to g(t) = g̃(t)g′(t), then the projection to G/H of g̃(t) is a solution
of (42).

The result so obtained shows that whenever g′(t) is a curve in H then g̃(t) verifies (42).
Moreover, as it has been shown in [33], if g̃(t) satisfies (42), then g′(t) is a curve in H

satisfying (35). The previous result shows that such a condition for obtaining (35) is not
only sufficient but necessary too. Thus, we obtain a new result which completes the one
found in [33].

Finally, it is worthy of remark that even when this last proof has been developed for
Quantum Mechanics, it can be applied also in ordinary differential equations because it
appears as a consequence of the group structure of Lie systems which is the same for both
the Schrödinger and general differential equations.
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5.1 Interaction Picture and Lie Systems

As a first new application of the reduction method for Lie systems, we will analyse in this
section how this theory can be applied to explain the interaction picture used in Quantum
Mechanics [59]. This picture has been shown to be very effective in the developments of
perturbation methods. It plays a rôle when the Hamiltonian can be written as a sum of a
simpler Hamiltonian H1 and another perturbation HI . In the framework of Lie systems we
can analyze what happens when the Hamiltonian is

H = H1 + V (t) = H1 +
r∑

α=2

bα(t)Hα =
r∑

α=1

bα(t)Hα, b1(t) = 1, (43)

where the set of skew-self-adjoint operators {−iHα |α = 1, . . . , r} is closed under commu-
tation and generates a finite dimensional real Lie algebra. The situation is very much similar
to the case of control systems with a drift term (here H1) which are linear in the controls.
The functions bα(t) correspond to the control functions.

According to the theory of Lie systems, let us consider a basis {aα |α = 1, . . . , r} of the
Lie algebra with corresponding associated fundamental vector fields −iHα . The equation
to be studied in TeG is (34) and if we define g′(t) = ḡ(t)g(t), where ḡ(t) is a previously
chosen curve, it holds a similar equation for g′(t) given by (36).

If in particular we choose ḡ(t) = exp(a1t) we find the new equation in TeG

Rg′−1∗g′ ġ′ = −Ad(exp(a1t))

(
r∑

α=2

bα(t)aα

)
= − exp(ad(a1)t)

(
r∑

α=2

bα(t)aα

)
. (44)

Correspondingly, the action of G on H by a unitary representation defines a transformation
of H in which the state ψ(t) transforms into ψ ′(t) = exp(iH1t)ψ(t) and its dynamical evo-
lution is given by the vector field corresponding to the right hand side of (44). In particular,
if {a2, . . . , ar} span an ideal of the Lie algebra g the problem reduces to the corresponding
normal subgroup in G.

5.2 The Method of Unitary Transformations

A second application of the theory of Lie systems in Quantum Mechanics and in particular
of the reduction method is to obtain information about how to proceed to solve a Lie Hamil-
tonian in Quantum mechanics. Even when the theoretical results used here can already be
found in the literature, the way to proceed can be considered a new improvement.

Every Schrödinger equation of Lie type is determined by a Lie algebra g, a unitary repre-
sentation of its connected Lie group G in H and a curve a(t) in TeG. Depending on g there
are two cases. If g is solvable we can use the reduction method in Quantum Mechanics to
obtain the general solution. If g is not solvable, it is not possible to integrate the problem
in terms of quadratures in the most general case. But it may be possible to solve a prob-
lem completely for some specific curves as for instance it happens for the Caldirola–Kanai
Hamiltonian [25]. A way of dealing with such systems is to try to change the curve a(t)

into another one a′(t), easier to handle, as it has been done in the previous subsection of
the interaction picture. In a more general case than the interaction picture, although any two
curves a(t) and a′(t) are always connected by an automorphism, nevertheless, the equation
which determines the transformation can be as difficult to be solved as the initial problem.
Because of this, it is interesting to look for a curve easy enough to be solved but that we can
connect to the initial problem. In any case, we can always express the solution of the initial
problem in terms of a solution of the equation determining the transformation. In certain
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cases, for an appropriate choice of the curve ḡ(t) the new curve a′(t) belongs to TeH for
all t , where H is a solvable Lie subgroup of G. In this case we can reduce the problem from
g to a certain solvable Lie subalgebra h of g. Of course, in order to do this, a solution of
the equation of reduction is needed, but once this is known we can solve the problem com-
pletely in terms of it. Other methods have alternatively been used in the literature, like the
Lewis-Riesenfeld (LR) method. However, this method seems to offer a complete solution
only if g is solvable. If g is not solvable, the LR method offers a solution which depends on
a solution of differential equations, like in the method of reduction.

To sum up, given a Lie system with Lie algebra g, with G acting unitarily on H and
determined by a curve a(t) in TeG, the systematic procedure to be used is the following:

• If g is solvable we can solve the problem easily by quadratures as it appears in [29, 54],
• if g is not solvable, we can try to solve the problem for a given curve like in the Caldirola–

Kanai Hamiltonian in [25], by choosing a curve ḡ(t) transforming the curve a(t) into
another easier to solve, like in the interaction picture. If this does not work we can try to
reduce the problem, like in the time-dependent mass and frequency harmonic oscillator
or quadratic one-dimensional Hamiltonian in [4, 27, 30, 60] to an integrable case.

6 Applications in Quantum Mechanics

In this section we shall apply our methods to obtain time-dependent evolution operators
of several problems found in the physics literature in an algorithmic way. In particular, we
will analyze several examples of quadratic Hamiltonians. These examples are studied in the
literature under different approaches but here we will study them using the same viewpoint.
In our description we will classify the developed examples in terms of whether the related
Lie group is either solvable or not. Also, in the non-solvable cases, we will describe some
approaches to the study of these Lie systems.

6.1 Solvable Hamiltonians

Quadratic Hamiltonians describe a very large class of physical models. Sometimes, one of
these physical models is described by a certain family of quadratic Hamiltonians that can be
considered as a Lie system related with a Lie subgroup of the one given for general quadratic
Hamiltonians. When this Lie subgroup is solvable the differential equations related with it
through the Wei–Norman methods are solvable too and the time-evolution operator can be
explicitly obtained. In this subsection we will deal with some instances of this case. In this
cases, we can find the explicit solution of these problems already the literature by using for
each case a different method.

First, we will fix our attention at the motion of a particle with a time-dependent mass
under the action of a time-dependent linear potential term. The Hamiltonian that describe
this physical case is

H = P 2

2m(t)
+ S(t)X. (45)

The Lie algebra associated with this example is a central extension of the Heisenberg Lie
algebra and at the same time, a Lie subalgebra of the one obtained for quadratic Hamiltoni-
ans. A basis for the Lie algebra of vector fields related with this physical model is

Z1 = i
P 2

2
, Z2 = iP , Z3 = iX, Z4 = iI, (46)
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which closes on a Lie algebra under operator commutation,

[Z1,Z2] = 0, [Z1,Z3] = 2Z2, [Z1,Z4] = 0,

[Z2,Z3] = Z4, [Z2,Z4] = 0,

[Z3,Z4] = 0.

(47)

This Lie algebra is solvable, and then, the related equations obtained through the Wei–
Norman method, can be solved by quadratures for any pair of time-dependent coefficients
m(t) and S(t). The solution of the associated Wei-Norman system allows us to obtain the
time-evolution operator and the wave function solution of the time-dependent Schrödinger
equation.

This Hamiltonian has been studied in [61] for some particular cases using ad-hoc meth-
ods and in general in [54]. Here, we will use the Wei–Norman method. As a quadratic
Hamiltonian its equation in the group G is a particular case of the one related with (30)

Rg−1∗gġ = − 1

m(t)
a1 − S(t)a5 ≡ aMS(t). (48)

If we use the factorization given in (31)

g(t) = exp(−v4(t)a4) exp(−v5(t)a5) exp(−v6(t)a6)

× exp(−v1(t)a1) exp(−v2(t)a2) exp(−v3(t)a3) (49)

we can solve the Schrödinger equation by the Wei–Norman method through the set of dif-
ferential equations (32) for this particular case

v̇1 = 1

m(t)
, v̇2 = 0, v̇3 = 0,

v̇4 = v5

m(t)
, v̇5 = S(t), v̇6 = −S(t)v4 − v2

5

2m(t)
,

with initial condition v1(0) = v2(0) = v3(0) = v4(0) = v5(0) = v6(0) = 0. The solution of
this system can be expressed using quadratures because the related group is solvable:

v1(t) =
∫ t

0

du

m(u)
,

v2(t) = 0,

v3(t) = 0,

v4(t) =
∫ t

0

du

m(u)

(∫ u

0
S(v)dv

)
,

v5(t) =
∫ t

0
S(u)du,

v6(t) = −
∫ t

0
S(u)

(∫ u

0

dv

m(v)

(∫ v

0
S(w)dw

))
du −

∫ t

0

du

2m(u)

(∫ u

0
S(v)dv

)2

(50)
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and the time-evolution operator is obtained by using the last expressions in (49),

U(g(t)) = exp(−v4(t)iH4) exp(−v5(t)iH5) exp(−v6(t)iH6) exp(−v1(t)iH1)

= exp(v4(t)iP ) exp(−v5(t)iX) exp(−v6(t)iI ) exp(−iv1(t)P
2/2). (51)

Now, in the case of constant mass, (50) reads as

v1(t) = t

m
,

v2(t) = 0,

v3(t) = 0,

v4(t) = 1

m

∫ t

0

(∫ u

0
S(v)dv

)
du,

v5(t) =
∫ t

0
S(u)du,

v6(t) = − 1

m

∫ t

0

(
S(u)

∫ u

0

(∫ v

0
S(w)dw

)
dv

)
du − 1

2m

∫ t

0

(∫ u

0
S(v)dv

)2

du,

which gives the time-evolution operator if we use them in (51).
Now, as we have obtained the time-evolution operator for a Hamiltonian related with any

curve aMS(t) we can consider particular instances of it. For example, for the curves with
constant mass m and S(t) = qε0 + q ε cos(ωt) studied in [29] we obtain

v1(t) = t

m
, v2(t) = 0, v3(t) = 0,

v4(t) = q

2mω2
(2ε + ε0ω

2t2 − 2ε cos(ωt)) , v5(t) = q

ω
(ε0ωt + ε sin(ωt)),

and

v6(t) = −q2

12mω3
(4ε2

0ω
3t3 − 3ε(ε − 4ε0)ωt

+ 3ε(4ε + 2ε0(ω
2t2 − 2) − 3ε cos(ωt)) sin(ωt)). (52)

The way to obtain a solution with arbitrary non-constant mass and S(t) = qε0 +
qε cos(ωt) was pointed out in [29] and solved in [54]. From our point of view, the most
general solution is straightforward from (50) because all cases in the literature are particular
instances of our approach with general functions m(t) and S(t).

Now, we can obtain the wave function solution of this system. We know that the wave
function solution with initial condition ψ0 is

ψt(x) = U(g(t))ψ0(x)

= exp(iv6(t)) exp(−v4(t)iP ) exp(−v5(t)iX) exp

(
−v1(t)i

P 2

2

)
ψ0(x). (53)

However, expressing the initial wave function ψ0 in the momentum space as φ0(p) the so-
lution is given in the same way as before but with U(g(t)) in the momentum representation.
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In this case the solution with initial condition φ0(p) is

φt (p) = U(g(t))φ0(p)

= exp(−iv6(t)) exp(v4(t)iP ) exp(−v5(t)iX) exp

(
−iv1(t)

P 2

2

)
φ0(p)

= exp(−iv6(t)) exp(v4(t)iP ) exp(−v5(t)iX) exp

(
−iv1(t)

p2

2

)
φ0(p)

= exp(−iv6(t)) exp(v4(t)iP ) exp

(
−iv1(t)

(p + v5(t))
2

2

)
φ0(p + v5(t))

= exp

(
−iv6(t) + iv4(t)p − iv1(t)

(p + v5(t))
2

2

)
φ0(p + v5(t)).

6.2 Non-solvable Hamiltonians and Particular Instances

In Sect. 6.1 the differential equations associated to the Quantum Hamiltonians treated there
were Lie systems related with a solvable Lie algebra. Thus, by the Wei–Norman method, it
has been shown that they were integrable by quadratures. When this does not happen it is not
easy to obtain a general solution for the differential equations. Now, we will describe some
examples of this type of quadratic Hamiltonians. In general we will not obtain a general so-
lution in terms of the time-dependent functions of the quadratic Hamiltonians. Nevertheless,
we will show that for some instances of them the differential equations can be integrated.
Note that explicit solutions of these Hamiltonians cannot generally be obtained as our theory
explains, but under some integrability conditions on the coefficients [27, 28] the solution can
be worked out.

As a first case consider the Hamiltonian of a forced harmonic oscillator with time-
dependent mass and frequency given by

H = P 2

2m(t)
+ 1

2
m(t)ω2(t)X2 + f (t)X.

This case, either with or without time-dependent frequency, has been studied in [4, 29,
62]. The equations which describe the solutions of this Lie system by the method of Wei–
Norman are

v̇1 = 1

m(t)
+ m(t)ω2(t)v2

1,

v̇2 = 2m(t)ω2(t)v1,

v̇3 = ev2m(t)ω2(t),

v̇4 = 1

m(t)
v5,

v̇5 = f (t) − m(t)ω2(t)v4,

v̇6 = 1

2
m(t)ω2(t)v2

4 − f (t)v4 − 1

2m(t)
v2

5,

with initial conditions v1(0) = v2(0) = v3(0) = v4(0) = v5(0) = v6(0) = 0, where we have
used the factorization (31). The solution of this system cannot be obtained by quadratures
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in the general case because the associated Lie group is not solvable. Nevertheless, we can
consider a particular instance of this kind of Hamiltonian, the so called Caldirola–Kanai
Hamiltonian [25]. In this case, for the particular time-dependence m(t) = e−rtm0, ω(t) = ω0

and f (t) = 0, the Hamiltonian is given by

H = P 2

2m0
ert + 1

2
m0e

−rtω2
0X

2. (54)

In this case the solution is completely known and is given by

v1(t) = 2ert

m0(r + ω̄0 coth( t
2 ω̄0))

,

v2(t) = rt + 2 log ω̄0 − 2 log

(
r sinh

(
t

2
ω̄0

)
+ w̄0 cosh

(
t

2
ω̄0

))
,

v3(t) = 2m0ω
2
0

r + ω̄0 coth( t
2 ω̄0)

,

v4(t) = 0, v5(t) = 0, v6(t) = 0,

where ω̄0 =
√

r2 − 4ω2
0. This example shows that the problem may also be solved exactly

for particular instances of curves in g of Lie systems with non solvable Lie algebras. Another
example is the following one

H = P 2

2m
+ mω2

0

2(t + k)2
X2, (55)

for which the solution of the Wei–Norman system reads

v1(t) = 2(k + t)((k + t)ω̄0 − kω̄0)

m(kω̄0(ω̄0 − 1) + (k + t)ω̄0(ω̄0 + 1))
,

v2(t) = (1 + ω̄0) log(k + t) − (1 + ω̄0) log k + 2 log(2kω̄0 ω̄0)

− 2 log(kω̄0(ω̄0 − 1) + (k + t)ω̄0(ω̄0 + 1)),

v3(t) = 2mω2
0

k

(k + t)ω̄0 − kω̄0

kω̄0(ω̄0 − 1) + (k + t)ω̄0(ω̄0 + 1)
,

v4(t) = 0, v5(t) = 0, v6(t) = 0,

where now ω̄0 =
√

1 − 4ω2
0.

Other examples of Hamiltonians, which can be studied by our method, can be found
in [25]. We just mention two examples which can be completely solved

H1 = P 2

2m0
+ 1

2
m0(U + V cos(ω0t))X

2,

H2 = P 2

2m0
ert + 1

2
m0e

−rtω2
0X

2 + f (t)X.

The first one corresponds to a Paul trap [67] as has been studied in [63], and admits a solution
in terms of Mathieu’s functions. The second one is a damped Caldirola–Kanai Hamiltonian
analysed in [61].
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6.3 Reduction in Quantum Mechanics

Quite often, when a non-solvable Lie algebra is involved in a quantum problem, it is inter-
esting to solve it in terms of (unknown) solutions of differential equations. Next, we study
some examples of how to proceed with the method of reduction in order to deal with prob-
lems in this way. So, we will obtain that the reduction method not only can be applied in
Quantum Mechanics but also allows us to solve certain problems in an algorithmic way.
As far as we know, this kind of application of the theory of reduction in Lie systems to a
Schödinger equation is new.

Consider an harmonic oscillator with time-dependent frequency whose Hamiltonian is
given by

H = P 2

2
+ 1

2
�2(t)X2. (56)

As a particular case of the Hamiltonian described in Sect. 4 this example is related with an
equation in the connected Lie group associated to the semidirect sum of sl(2,R) with the
Heisenberg Lie algebra generated by the ideal {a4, a5, a6}

Rg−1∗gġ = −a1 − �2(t)a3, g(0) = e. (57)

Since the solution of this equation starts from the identity and {a1, a2, a3} close on a sl(2,R)

Lie algebra, then the Hamiltonian H of (56) is related with the group SL(2,R). Actually this
is due to the isomorphism of such a group with the symplectic one, and in higher dimension
the group will be Sp(2n,R) instead of SL(2n,R).

As a particular application of the reduction technique we will perform the reduction from
G = SL(2,R) to the Lie group related with the Lie subalgebra h = 〈a1〉. To obtain such a
reduction, we have shown in Sect. 5 that we have to solve an equation in G/H , namely

dπL(g̃)

dt
=

3∑

α=1

bα(t)X
L
α (πL(g̃)) (58)

where XL
α are the fundamental vector fields of the action λ of G on G/H . Now, we are

going to describe this equation in a set of local coordinates. First, in an open neighborhood
U of e ∈ G we can write in a unique way any element of SL(2,R) as

g = exp(α3a3) exp(α2a2) exp(α1a1), (59)

where we choose

a1 =
(

0 1
0 0

)
, a2 = 1

2

(
1 0
0 −1

)
, a3 =

(
0 0

−1 0

)
. (60)

This decomposition allows us to establish a local diffeomorphism between an open
neighborhood V ⊂ G/H and the set of matrices given by exp(α3a3) exp(α2a2). Now, the
decomposition (59) reads in matrix terms as

(
α β

γ δ

)
=

(
1 0
φ 1

)(
θ 0
0 θ−1

)(
1 ψ

0 1

)
=

(
θ 0
φθ θ−1

)(
1 ψ

0 1

)
. (61)
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If we express φ, θ,ψ in terms of α,β, γ and δ we obtain

(
α β

γ δ

)
=

(
1 0

γ /α 1

)(
α 0
0 α−1

)(
1 β/α

0 1

)
=

(
α 0
γ α−1

)(
1 β/α

0 1

)
. (62)

Thus, we can consider the projection πL : U ⊂ G → G/H given by

πL

(
α β

γ δ

)
=

(
α 0
γ α−1

)
H (63)

which allows to represent locally the elements of G/H as the 2×2 lower triangular matrices
with determinant equal to one. Now, given λg : g′H ∈ G/H → gg′H ∈ G/H as λg ◦ πL =
πL ◦ Lg then the fundamental vector fields defined in G/H by a1 and a3 through the action
of G on G/H are given by

XL
1 (πL(g)) = d

dt

∣∣∣∣
t=0

πL

(
exp(−ta1)

(
α β

γ δ

))
=

(−γ 0
0 γ /α2

)
,

XL
3 (πL(g)) = d

dt

∣∣∣∣
t=0

πL

(
exp(−ta3)

(
α β

γ δ

))
=

(
0 0
α 0

) (64)

and the equation in V ⊂ G/H is described by

(
α̇ 0
γ̇ −α̇α−2

)
=

( −γ 0
�2(t)α γ α−2

)
(65)

and thus we want to obtain a solution of the system

{
α̈ = −�2(t)α,

γ = −α̇.
(66)

Then, if α1 is a solution of the system (66) the curve g̃(t) that verifies g(t) = g̃(t)h(t), where
h(t) is a solution of an equation defined in the group related with h = 〈a1〉, reads

g̃(t) =
(

α1 0
−α̇1 α−1

1

)
(67)

and the curve which acts on the initial equation in SL(2,R) to transform it into one in the
mentioned Lie subalgebra is given by ḡ(t) = g̃−1(t),

ḡ(t) = exp(−2 logα1 a2) exp

(
− α̇1

α1
a3

)
= exp(−α1α̇1a3) exp(−2 logα1 a2) (68)

and this curve transforms the initial equation in the group given by (57) into the new one
given by (cf. (36))

a′(t) = − 1

α2
1(t)

a1, (69)

which corresponds to the Hamiltonian

H ′ = 1

2α2
1(t)

P 2, (70)
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and the induced transformation in the Hilbert space H that transforms the initial H into H ′
is

exp

(
i
logα1

2
(PX + XP)

)
exp

(
−i

α̇1

2α1
X2

)
. (71)

Both results can be found in [60].
There are other possibilities of choosing different Lie subalgebras of g in order to perform

the reduction, however the results are always given in terms of a solution of a differential
equation.

7 Conclusions and Outlook

It has been shown that the geometric approach to Lie systems of differential equations can
be extended to the framework of quantum mechanics and several examples of application
have been developed. In particular we have studied time-dependent quadratic Hamiltonians
for a single particle and other related models. Some of them are involved in models for
dissipative Quantum Mechanics or harmonic oscillators in external fields. In all of these
applications we have developed methods to obtain exact solutions that summarize many
of the different techniques used in the literature in a simple and unifying framework. The
method of reduction has also been revisited and a new theoretical result and some new
applications in Quantum Mechanics have been obtained.

But these are not the only applications of the methods developed here, they can be used
in many other applications. For example, Hamiltonians of the following type are studied in
Quantum Optics [64]

H = ω1â
†
1 â1 + ω2â

†
2 â2 + �0(t)(e

iωt â
†
1 â2 + e−iωt â

†
2 â1)

+ �L(t)â
†
1 + �∗

L(t)â1 + �R(t)â
†
2 + �∗

R(t)â2.

In this case, it can be shown that this Hamiltonian is a Lie system and thus we may study sys-
tems of interacting harmonic oscillators in external fields in our formalism. Many particular
cases of this Hamiltonian have been studied in several papers and in different contexts.

Another different example is a system of coupled spins in magnetic fields like the fol-
lowing one found in [66]

H = −2A
∑

i,j

Ŝi · Ŝj + B(t) ·
∑

i

Ŝi.

In this example our method allows us to obtain exact solutions when B(t) is a three
dimensional vector field in the form

B(t) = (B sin θ cos(ωt),B sin θ sin(ωt),B cos(θ)).

On the other hand, our viewpoint allows us to study important properties of these and
other physical systems too [5, 68, 72]. For example, the last example is related with Berry’s
phases. Our method allows us to obtain the time-evolution operator. Then this informa-
tion can be used to determine Berry’s phases. More specifically, the integrability conditions
obtained in [27] can be generalised to solve exactly some Hamiltonians for certain time-
dependent coefficients. We can also try to apply control theory to determine the relation of
Berry’s phases with the field B(t), study the adiabatic approximation, etc. All these topics
are important and will be analyzed in forthcoming papers.



1402 Int J Theor Phys (2009) 48: 1379–1404

Acknowledgements Partial financial support by research projects MTM2006-10531 and E24/1 (DGA) are
acknowledged. JdL also acknowledges a F.P.U. grant from Ministerio de Educación y Ciencia.

References

1. Lewis, H.R.: Classical and quantum systems with time-dependent harmonic-oscillator type Hamiltoni-
ans. Phys. Rev. Lett. 18, 510–512 (1967)

2. Markov, M.A.: Invariants and the Evolution of Non-stationary Quantum Systems. Nova Science Pub-
lisher, New York (1989). (Russian edition 1987)

3. Korsch, H.J.: Dynamical invariants and time-dependent harmonic systems. Phys. Lett. A 74, 294–296
(1979)

4. Yeon, K.H., Kim, H.J., Um, C.I., George, T.F., Pandey, L.N.: Wave function in the invariant representa-
tion and squeezed-state function of the time-dependent harmonic oscillator. Phys. Rev. A 50, 1035–1039
(1994)

5. Cerveró, J.M., Lejarreta, J.D.: SO(2,1)-invariant systems and the Berry phase. J. Phys. A Math. Gen.
22, L663–L666 (1989)

6. Landovitz, L.F., Levine, A.M., Schreiber, W.M.: Time-dependent harmonic oscillators. Phys. Rev. A 20,
1162–1168 (1979)

7. Maamache, M., Choutri, H.: Exact evolution of the generalized damped harmonic oscillator. J. Phys. A
Math. Gen. 33, 6203–6210 (2000)

8. Lewis, H.R. Jr., Riesenfeld, W.B.: An exact quantum theory of the time-dependent harmonic oscillator
and of a charged particle in a time-dependent electromagnetic field. J. Math. Phys. 10, 1458–1473 (1969)

9. Peskin, U., Kosloff, R., Moiseyev, N.: The solution of the time dependent Schrödinger equation by the
(t, t ′′) method: The use of global polynomial propagators for time-dependent Hamiltonians. J. Chem.
Phys. 100, 8849–8855 (1994)

10. Maamache, M., Provost, J.P., Vallée, G.: Unitary equivalence and phase properties of the quantum para-
metric and generalized harmonic oscillator. Phys. Rev. A 59, 1777–1780 (1999)

11. Maamache, M., Bencheikh, K., Hachemi, H.: Comment on “Harmonic oscillator with time-dependent
mass and frequency and a perturbative potential”. Phys. Rev. A 59, 3124–3126 (1999)

12. Yeon, K.H., Kim, D.H., Um, C.I., George, T.F., Pandey, L.N.: Relations of canonical and unitary trans-
formations for a general time-dependent quadratic Hamiltonian system. Phys. Rev. A 55, 4023–4029
(1997)

13. Ma, X., Rhodes, W.: Squeezing in harmonic oscillators with time-dependent frequencies. Phys. Rev. A
39, 1941–1947 (1989)

14. Borzov, V.V., Damaskinsky, E.V.: Coherent states and the Legendre oscillator. Zapiski Nauchn. Semin.
POMI 285, 39–52 (2002)

15. Nieto, M.M., Truax, D.R.: Displacement-operator squeezed states I. Time-dependent systems having
isomorphic symmetry algebras. J. Math. Phys. 38, 84–97 (1997)

16. Pedrosa, I.A., Guedes, I.: Quantum states of a generalized time-dependent inverted harmonic oscillator.
Int. J. Mod. Phys. B 18, 1379–1385 (2004)

17. Jáuregui, R.: Non-perturbative and perturbative treatment of parametric heating in atom traps. Phys. Rev.
A 64, 053408 (2001)

18. Abdalla, M.S.: Quantum treatment of the time-dependent coupled oscillators. J. Phys. A Math. Gen. 29,
1997–2012 (1996)

19. Agarwal, G.S., Kumar, S.A.: Exact quantum-statistical dynamics of an oscillator with time-dependent
frequency and generation of nonclassical states. Phys. Rev. Lett. 67, 3665–3668 (1991)

20. Kohen, D., Marston, C.C., Tannor, D.J.: Phase space approach to theories of quantum dissipation.
J. Chem. Phys. 107, 5236–5253 (1997)

21. Paul, W.: Electromagnetic traps for charged and neutral particles. Rev. Mod. Phys. 62, 531–540 (1990)
22. Cook, R.J., Shankland, D.G., Wells, A.L.: Quantum theory of particle motion in a rapidly oscillating

field. Phys. Rev. A 31, 564–567 (1985)
23. Brown, L.S.: Quantum motion in a Paul trap. Phys. Rev. Lett. 66, 527–529 (1991)
24. Nieto, M.M., Truax, D.R.: Symmetries and solutions of the three-dimensional Paul trap. Opt. Express 8,

123–130 (2001)
25. Huang, M.-C., Wu, M.-C.: The Caldirola–Kanai model and its equivalent theories for a damped oscilla-

tor. Chinese J. Phys. 36, 566–587 (1998)
26. Gitterman, M.: Simple calculation of the wavefunctions of a time-dependent harmonic oscillator. Eur. J.

Phys. 19, 581–582 (1998)



Int J Theor Phys (2009) 48: 1379–1404 1403

27. Cariñena, J.F., de Lucas, J., Rañada, M.F.: Integrability of Lie systems and some of its applications in
physics. J. Phys. A Math. Theor. 41, 304029 (2008)

28. Cariñena, J.F., de Lucas, J.: Lie systems and integrability conditions of differential equations and some
of its applications. In: Differential Geometry and Its Applications. Proceedings of the 10th International
Conference on DGA2007, Olomouc, Czech Republic, 27–31 August 2007

29. Guedes, I.: Solution of the Schrödinger equation from the time-dependent linear potential. Phys. Rev. A
63, 034102 (2001)

30. Song, D.-Y.: Unitary relation between a harmonic oscillator of time-dependent frequency and a simple
harmonic oscillator with or without an inverse square potential. Phys. Rev. A 62, 014103 (2000)

31. Lie, S.: Vorlesungen ber continuierliche Gruppen mit Geometrischen und anderen Anwendungen. Teub-
ner, Leipzig (1893). Edited and revised by G. Scheffers

32. Cariñena, J.F., Grabowski, J., Marmo, G.: Lie–Scheffers Systems: A Geometric Approach. Bibliopolis,
Napoli (2000)

33. Cariñena, J.F., Grabowski, J., Ramos, A.: Reduction of time-dependent systems admitting a superposi-
tion principle. Acta Appl. Math. 66, 67–87 (2001)

34. Cariñena, J.F., Grabowski, J., Marmo, G.: Some applications in physics of differential equation systems
admitting a superposition rule. Rep. Math. Phys. 48, 47–58 (2001)

35. Cariñena, J.F., Ramos, A.: Applications of Lie systems in quantum mechanics and control theory. In:
Classical and Quantum Integrability. Banach Center Publications, vol. 59, pp. 143–162 (2003)

36. Cariñena, J.F., Grabowski, J., Marmo, G.: Superposition rules. Lie theorem and partial differential equa-
tions. Rep. Math. Phys. 60, 237–258 (2007)

37. Wei, J., Norman, E.: Lie algebraic solution of linear differential equations. J. Math. Phys. 4, 575–581
(1963)

38. Wei, J., Norman, E.: On global representations of the solutions of linear differential equations as a prod-
uct of exponentials. Proc. Am. Math. Soc. 15, 327–334 (1964)

39. Anderson, R.L.: A nonlinear superposition principle admitted by coupled Riccati equations of the pro-
jective type. Lett. Math. Phys. 4, 1–7 (1980)

40. Dattoli, G., Torre, A.: Cayley–Klein parameters and evolution of two and three level systems and
squeezed states. J. Math. Phys. 31, 236–240 (1989)

41. Harnad, J., Winternitz, P., Anderson, R.L.: Superposition principles for matrix Riccati equations. J. Math.
Phys. 24, 1062–1072 (1983)

42. Winternitz, P.: Lie groups and solutions of nonlinear differential equations. In: Wolf, K.B. (ed.) Nonlinear
Phenomena. Lecture Notes in Physics, vol. 189. Springer, New York (1983)

43. del Olmo, M.A., Rodríguez, M.A., Winternitz, P.: Simple subgroups of simple Lie groups and nonlinear
differential equations with superposition principles. J. Math. Phys. 27, 14–23 (1986)

44. del Olmo, M.A., Rodríguez, M.A., Winternitz, P.: Superposition formulas for rectangular matrix Riccati
equations. J. Math. Phys. 28, 530–535 (1987)

45. Beckers, J., Hussin, V., Winternitz, P.: Complex parabolic subgroups of G2 and nonlinear differential
equations. Lett. Math. Phys. 11, 81–86 (1986)

46. Beckers, J., Hussin, V., Winternitz, P.: Nonlinear equations with superposition formulas and the excep-
tional group G2. I. Complex and real forms of g2 and their maximal subalgebras. J. Math. Phys. 27,
2217–2227 (1986)

47. Beckers, J., Gagnon, L., Hussin, V., Winternitz, P.: Superposition formulas for nonlinear superequations.
J. Math. Phys. 31, 2528–2534 (1990)

48. Havlícec, M., Posta, S., Winternitz, P.: Nonlinear superposition formulas based on imprimitive group
action. J. Math. Phys. 40, 3104–3122 (1999)

49. Cariñena, J.F., Marmo, G., Nasarre, J.: The nonlinear superposition principle and the Wei–Norman
method. Int. J. Mod. Phys. A 13, 3601–3627 (1998)

50. Cariñena, J.F., Ramos, A.: Integrability of the Riccati equation from a group theoretical viewpoint. Int.
J. Mod. Phys. A 14, 1935–1951 (1999)

51. Liebermann, P., Marle, C.-M.: Symplectic Geometry and Analytical Mechanics. Reidel, Dordrecht
(1987)

52. Cariñena, J.F., Ramos, A.: A new geometric approach to Lie systems and physical applications. Acta
Appl. Math. 70, 43–69 (2002)

53. Campos, I., Jiménez, J.L., del Valle, G.: Canonical treatment of the rocket with friction linear in the
velocity. Eur. J. Phys. 24, 469–479 (2003)

54. Feng, M.: Complete solution of the Schrödinger equation for the time-dependent linear potential. Phys.
Rev. A 64, 034101 (2001)

55. Cariñena, J.F., Ramos, A.: Lie systems and connections in fiber bundles: applications in quantum me-
chanics. In: Bures, J. et al. (eds.) 9th Int. Conf. Diff. Geom and Appl., pp. 437–452. Matfyzpress, Praga
(2005).



1404 Int J Theor Phys (2009) 48: 1379–1404

56. Boya, L.J., Cariñena, J.F., Gracia-Bondía, J.M.: Symplectic structure of the Aharonov-Anandan geomet-
ric phase. Phys. Lett. A 161, 30–34 (1991)

57. Balasubramanian, S.: Time-development operator method in quantum mechanics. Am. J. Phys. 69, 508–
511 (2001)

58. Wolf, K.B.: On time-dependent quadratic Hamiltonians. SIAM J. Appl. Math. 40, 419–431 (1980)
59. Asorey, M., Cariñena, J.F., Paramio, M.: Quantum evolution as a parallel transport. J. Math. Phys. 23,

1451–1458 (1982)
60. Fernández, M., Moya, H.: Solution of the Schrödinger equation for time dependent 1D harmonic oscil-

lators using the orthogonal functions invariant. J. Phys. A Math. Gen. 36, 2069–2076 (2003)
61. Um, C.-I., Yeon, K.-H., George, T.F.: The quantum damped harmonic oscillator. Phys. Rep. 362, 63–192

(2002)
62. Ciftja, O.: A simple derivation of the exact wave-function of a harmonic oscillator with time-dependent

mass and frequency. J. Phys. A Math. Gen. 32, 6385–6389 (1999)
63. Feng, M., Wang, K.: Exact solution for the motion of a particle in a Paul trap. Phys. Lett. A 197, 135–138

(1995)
64. Yuen, H.P.: Two-photon coherent states of the radiation field. Phys. Rev. A 13, 2226–2243 (1976)
65. Yi, X.X., Sun, C.P.: Factoring the unitary evolution operator and quantifying entanglement. Phys. Lett.

A 262, 287–295 (1999)
66. Yan, F., Yang, L., Li, B.: Formal exact solution for the Heisenberg spin system in a time dependent

magnetic field and Aharonov–Anandan phase. Phys. Lett. A 251, 289–293 (1999)
67. Feng, M., Wang, K., Wu, J., Shi, L.: Approximate study of the quantum statistics of two Paul trapped

ions. Phys. Lett. A 230, 51–59 (1997)
68. Jing, H., Xie, B.-H., Shi, Q.-Y.: Perturbed Landau system and non-adiabatic Berry’s phase in two dimen-

sions. Phys. Lett. A 277, 295–298 (2000)
69. Cariñena, J.F., Ramos, A.: Riccati equation, factorization method and shape invariance. Rev. Math. Phys.

12, 1279–1304 (2000)
70. Cariñena, J.F., Nasarre, J.: Lie–Scheffers systems in optics. J. Opt. B Quantum Semiclass. Opt. 2, 94–99

(2000)
71. Cariñena, J.F., Fernández, D.J., Ramos, A.: Group theoretical approach to the intertwined Hamiltonians.

Ann. Phys. (N.Y.) 292, 42–66 (2001)
72. Wu, J.-S., Bai, Z.-M., Ge, M.-L.: The nonadiabatic Berry phase in two dimensions: the Calogero model

trapped in a time-dependent external field. J. Phys. A Math. Gen. 32, L381–L386 (1999)


	A Geometric Approach to Time Evolution Operators of Lie Quantum Systems
	Abstract
	Introduction
	Lie Systems of Differential Equations
	The Wei-Norman Method
	Schrödinger Lie Systems in Quantum Mechanics
	The Reduction Method in Quantum Mechanics
	Interaction Picture and Lie Systems
	The Method of Unitary Transformations

	Applications in Quantum Mechanics
	Solvable Hamiltonians
	Non-solvable Hamiltonians and Particular Instances
	Reduction in Quantum Mechanics

	Conclusions and Outlook
	Acknowledgements
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


